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Abstract 
The MCA (Motion Cueing Algorithm) for driving simulator takes into account the simulator’s workspace limits and 
the driver’s motion perception thresholds to reproduce simulated vehicle’s accelerations. For the motion based 
driving simulators, the most applied MCAs are the classical and the optimal filters. This paper presents a new 
algorithm, called MPC (Model Predictive Control) explicit algorithm. Compared with the filters’ algorithms, the MPC 
integrates directly the system constraints into its optimization process, and then gives a real optimal solution and 
hardly needs the tuning process to check the workspace limits and the driver’s perception thresholds. The reported 
MCA studies based on MPC implicit algorithm need high computational costs which can destroy the stability 
properties of optimal MPC in a real-time system. The proposed workspace limit condition improves significantly the 
MPC optimal stable condition for its application in MCA. The current MPC algorithm can achieve the complicated 
2dofs optimization. 
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I. Review of motion cueing algorithms 
A. Classical filter algorithm 

The classical filter is a rapid prototype method to develop motion cueing algorithm. By taking the road information 
as workspace limit, the car’s lateral dynamics in a straight road can be realistically reproduced in a driving simulator 
[Gra1, Fis1]. Using different 1st and 2nd order HP filter parameters, for the 8 dofs simulator, Fischer et al. [Fis1] 
proposed to decompose the linear acceleration signal into high, middle and low components, i.e. linear hexapod, 
linear x, y rails and tilt angle command signal. The idea is worth being studied. However, the actuators’ 
performance limits and the different transfer functions between rail system and hexapod could make the tuning task 
very difficult without modern control theory. The authors have also introduced a lane-signal feedback loop which 
allows applying rather optimally the tilt coordination technique for lateral motion cues. This information is in fact 
very useful to choose the best strategy for MCA [Cha1]. We think that the way of taking into account road 
information and driver’s attention in MCA is an interesting research issue in order to reduce the false cues. The 
table 1 summarizes the classical filters’ roles and the corresponding conventional parameter settings. 
 

Table 1: classical filters and corresponding parameter settings 
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The filter’s parameters should be designed with the worst case: a unit step acceleration whose corresponding 
position is: X(s) = 1/s3. The simulator final steady position, y(t) can be evaluated by: 
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To avoid the workspace violation, the parameters should be determined by:  

k/ωn1² ≤ kp.xmax, if ξ1>1, kp=1 otherwise kp<1and max(gain. )(tx&& ) = k. 

B. Adaptive filter algorithm 
As the classical filter needs to be designed in the worst case, the available workspace is often badly used. Another 
issue is the false cues generated by this simple technique which can be considered as a main cause for the 
occurrence of motion sickness. 

 

UTIAS and NASA [Tel1], Nahon and Reid [Nah1], suggested an adaptive washout algorithm with a similar 
formulation as the classical filter in the time domain. The parameters are self-tunable and determined by optimizing 
a quadratic cost function (the acceleration difference between simulated vehicle and platform within the 
performance limits). The proposed algorithm with tilt technique involves 8 weight tuning parameters for 2dofs 
optimization. The main issue of this algorithm is its stability and the difficulty to determine the best range of 
adaptive parameters Pxi. The non-significantly improved results given by this algorithm seem much compromised 
with the complexity of the calculation effort. We can also observe that the lack of tilt acceleration constraint could 
be critical for applying the tilt coordination technique in a vehicle driving simulator (see fig. 14). A LP filter or 
additional weight parameter for tilt acceleration seems necessary to limit the false cues level within the human 
motion perceptual threshold. The adaptive filter for 2dofs MCA proposed by UTIAS and NASA is given by [Tel1]: 
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where Px1, Px2 and Px3 are the adaptive parameters and Kx1, Kx2 are equation constants. The Pxi and the cost 
function are determined by: 
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C. Optimal filter algorithm 
The optimal filter taking into account models for vestibular system was proposed by Sivan et al. [Siv1]. This 
algorithm uses techniques of optimal control and minimizes the driver’s perception error between the vehicle and 
the simulator. Chen and Fu [Che1] have studied the algorithm based on different techniques (optimal, fuzzy 
compensation) to find a better optimal solution. In the formulation of Chen [Che1] and Telban[Tel2], the input signal 
is [dθ/dt us lin]. It has been found impossible to control the tilt acceleration level without introducing d²θ/dt² into input 
signal. Nevertheless, as we will discuss in paragraph (§-II.E), the control of tilt acceleration level is very important 
for tilt technique in vehicle driving simulator. So in our future research, a modified state-space model, as reported in 
[Tel1], by using tilt acceleration instead of tilt rate as input signal will be proposed and analysed for explicit MPC 
algorithm. 

 

D. Model Predictive Control algorithm 
Dagdelen [Dag1] and Augusto [Aug1] have studied an implicit MPC algorithm for MCA application. The authors’ 
works are based on on-line MPC optimization technique. Due to the real-time requirement (step time in 
milliseconds), this technique would be limited by the predictive horizon time and iterative number. Morari et al. 
[Mor1] indicated that a limit on the online computation time can destroy the stability properties of optimal MPC. The 
explicit MPC algorithm is developed to rise above this weakness. 

 

Both implicit and explicit MPC algorithms are based on the same optimization principle. A more detail explication is 
introduced in next paragraph. Due to the direct integration of the simulator’s limits into MPC optimization strategy, 
the MPC algorithm is considered better than any other motion cueing strategy [Dag1, Aug1]. Unlike the classical 
filter algorithm, the MPC algorithm is a non delayed algorithm. 
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II. Explicit MPC algorithm 
 

A. Principle of explicit algorithm 
The MPC algorithm aims at finding an optimal control law, based on minimizing (or maximizing) the value of a cost 
function, for the following state-space model: 
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where A ∈ Rnxn, B ∈ Rmxn, C ∈ Rpxn. Uk∈R
m, Xk∈R

n, Yk∈R
p are the input, state and output vectors respectively. The 

constraints given by Hx ∈ R
qxn, Hu ∈ Rqxm, K ∈ Rq define a polyhedral region containing the origin in their interior, and 

the pair (A,B) is assumed stabilizable. 

 

The optimal control law for current state, Xk, can be obtained by means of multi-parameter programming algorithm 
with a quadratic cost function defined by: 
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subj. to: Xi = A.Xi-1 + B.Ui-1, X0 = Xk, 1≤ i ≤ N,            XN ∈ Tset                    Hx.Xi+Hy.Ui ≤ K, 0≤ i ≤ N-1 

 

with weighting matrices R > 0, Q ≥ 0, QN ≥ 0 and (Q1/2,A) is detectable. 

 

At each sampling time, the current state Xk is used to find an open-loop control sequence: Kopt k= [uT
0|k, u

T
1|k,…,uT

N-

1|k]
T where only the first element is applied for the plant system control and the procedure is repeated by following a 

“receding horizon control” principle. Thereby, the plant state evolution can be considered as a result of close-loop 
system. The future reference trajectory, updated at each moment, t, is generally supposed as constant (cf. fig. 1). 

 

 

 

 

 

 

      

 

 

Fig. 1: Principle of MPC algorithm [Bem1] 

 

For the explicit MPC with multi-parameter Quadratic Programming (QP) algorithm, the optimal control law, U*0(X), 
can be deduced from an affine function [Kva1]: 

 

U0
*(X) = Fi.X + Gi, for X ∈ Ri,    (5) 

where Ri is a polyhedral region in Rn. 

 

The parameters Fi and Gi are given by the MPT (Multi-Parametric Toolbox) developed by the Automatic Control 
Laboratory of ETH, Zürich (http://control.ee.ethz.ch/~mpt/) for Matlab. The principle of explicit algorithm is recited 
as follows: By multi-parametric programming, a linear or quadratic optimization problem is solved off-line. The 
associated solution takes the form of a piecewise affine state feedback law. In particular, the state-space is 

c 
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partitioned into polyhedral sets and for each of those sets the optimal control law is given as one affine function of 
the state. 

 

The main on-line computational time is consumed for finding the appropriated region by the test:  |Hi.X(k) – Ki| < 
numerical error tol. (e.g. = 10-7). Hence the maximal computation cycle time can be evaluated by the test over all 
regions during MPC algorithm design phase. 

 

B. Reference Tracking model 
Compared with the regulation problem where the reference state is fixed, the reference tracking optimization is to 
treat a time varying reference problem. The reference signal, r, is described by following model [Pek1]: 

zk+1 = Ar.zk 

rk = Cr.zk    (6) 

where: rmin ≤ rk ≤ rmax 

We can define an augmented state space model in order to transform the optimization tracking problem to a 
standard regulation optimization: 

kmkmk

kmkmk

uDXCY

uBXAX

.ˆˆ

.ˆ.ˆ
1

+=

+=+
      (7) 

where:  

[ ] 







=−=








=








=








=

1

0
,,

0
,

0

0
,ˆ

mrmm
r

m
k

k
k DCCC

B
B

A

A
A

z

X
X  

 

In driving simulator with Ar=1, Cr=1, the tracking reference is the acceleration signal for the linear acceleration 
rendering or the angular position for the tilt coordination technique. 

 

C. Algorithm stable condition 
Bemporad and Morari et al. [Bem1, Bem2], have summarized different stability conditions for MPC algorithm of 
which we briefly review those related to the present study. The stability conditions can be classified into two 
categories:  using a cost function to minimize the command sequence at each moment t as a Lyapunov function 
and those shrinking the state in some norm to guarantee future feasible solution: 

• End constraint is imposed by forcing the predictive end state to equal its origin, 

• Invariant terminal set (the idea is to relax terminal constraints into set-membership constraints, where the 
feedback gain, KLQ, corresponds to the invariant set under LQ regulation and the constraints are fulfilled 
inside it). 

 

For motion cueing algorithm, the second condition is more profitable, because it gives a more efficient exploitation 
of simulator workspace for the same predictive horizon steps. Thanks to the work of different automatic experts 
[Bem1] and MPT group, an algorithm determining automatically the LQ terminal set is implemented in MPT. For 
MCA and 1dof optimization, this technique can provide an appropriated real-time solution. But for 2dofs 
optimization, it’s difficult to achieve a convergent solution, which is the reason why this paper developed a new 
special MCA invariant set to overcome the encountered difficulty. 

 

Our stable condition is based on the following assumption: 

If the simulator can provide a large enough available workspace, it performs the acceleration or angle tracking task. 
When the simulator approaches its workspace limit, the simulator should be slowed down to reach its saturated 
position or to be turned back to some fixed point (washout process). To apply the washout process or not depends 
on the simulated scenario. For instance, the former one is more suitable for slalom profile test, whilst the washout 
is more adapted for a free driving test. 

 

For the convenience of demonstration, we first suppose that the simulator approaches its limit with a constant 
deceleration. The workspace restriction can be described by: 
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|xi + vi.T + ui.T²/2| ≤ xmax   (8) 

 

To avoid any violation of the simulator workspace boundaries and to keep a non conflicting perceived acceleration, 
it is necessary in terminal braking stage to pass a zero velocity state. Thereby: 

 

ui = -vi/T    with ui ≤ uthd   (9) 

 

which leads to the following relationship between T and uthd : 
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Supposing xmax = 2.6m and xi = 0, uthd = 0.2m/s², it produced: Tmax = 5.1s 

 

Theoretically, the Tmax is the minimal horizon (for a constant horizon) to explore the optimal solution in the whole 
workspace range. Even so, such horizon time remains too large to be applied in a real time system in practice. 
Consequently, other conditions such as terminal invariant set have to be used to guarantee the stability condition. 
In the following paragraphs, is proposed a new stable condition particularly efficient for MCA which can guarantee 
the stability condition even with a short horizon. The concept is to add an appropriated workspace limit condition 
instead of imposing terminal invariant set in the MPC optimization process. 

 

In the MPC algorithm, the relation (8) is checked at each sampling time step. For an open-loop, it describes the 
condition x(t+T) ≤ xmax. But MPC algorithm actually gives a close-loop optimal result due to its feedback state 
information. During braking phase of motion cues, i.e., (8) lies at its equality restriction, the input acceleration, u, 
should be written as a time-variant signal as well as the simulator state: 

 

xi(t) + vi(t).T + ui(t).T²/2 = xmax     (11) 

 

Eq. (11) is an unstable condition for simulator, because the temporal signal x(t) can exceed the limit value xmax 
before reaching its final steady value xmax which will be proved later. Concerning the stability of equation (11), we 
introduce a modified condition: 

 

xi(t) + cv.vi(t).T + cu.uthd(t).T²/2 = xmax  (12) 

 

whose corresponding Laplace function  is : 
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This is a typical second order time-invariant system with the step input xmax/s, system natural frequency ωn = 
[2/(cu.T²)]0.5 and damping ratio: ξ= cv/(2 cu)

0.5, x0 and v0 constitute the last tracking vehicle state from which the 
braking process slows down  or the washout process starts. 

 

The steady value can be evaluated by: 

  (s)s.xlim  x(t)lim max
0s

i
t

x==
→∞→

 

Naturally, the v(t→∞) = 0. 

According to the second-order system (13), if ξ<1, the oscillation in response of x(t) around xmax appears. Hence, 
the condition (11) is not a stable condition. To avoid the overshoot phenomenon during the future coming time, the 
necessary and sufficient condition is: cv²/(2cu) ≥ 1. 

 

Like some classical filters, it’s possible for the MPC to take ξ<1, but the final steady position should be reduced in 
consequence. 
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The evolution of acceleration is given by the following formulation: 
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Note that the simulator’s restriction on velocity is not yet taken into account in above analysis.  An exponential 
asymptotic law can be adopted to restrict the maximal velocity: v(t) = (v0-vmax).exp(-t/Tv) + vmax or in term of its 
corresponding acceleration limit:  ulim v(t)  = [v(t) – vmax]/Tv. Finally, the max{ui(t), ulim v, -ulim perf} or min{ ui(t), -ulim v 
ulim perf} should be sent as simulator input signal. 

 
Fig. 2 : Simulator state evolution after x0=0m v0=0m/s and us(t0)=2m/s² (left for eq. (14), right for table 2) 

 

The tracking process associated with the developed braking law (eq.-12~14) can be considered as a special 
adaptive filter. Actually, the equation (12) is an invariant set and a workspace limit condition for MPC used only if 
the relation (12) is fulfilled. Here come the questions like whether it is possible to keep the braking deceleration as 
a constant value, e.g. equal to uthd? In fact, such control law can result from a new assumption as follows: 

ui(t) = (u0 +uthd).exp(-t/Ta)  - uthd
   (15) 

The deduced control laws are in fact very simple. They are summarized in table 2 and shown in the right of fig.2. 

 

Table 2: constant uthd washout law for ideal simulator 
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Although this proposed braking law (15) cannot be directly used as the MPC explicit algorithm workspace limits 
condition, this control law can be efficiently applied to 1dof MCA application, if the state-space model is an ideal 
simulator (double integrator). 

 

D. State space model of driving simulator 
 

For a cost-effective MCA, using the simulated plant to represent a real disturbed system is preferable, because a 
non symmetric driving scenario such as braking or mountain road lasts hardly over 15mn. At the end of a test of 
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such duration, the simulated position is very close to simulator’s real position. Actually, non symmetric scenario can 
produce more derivation than a symmetric maneuver e.g. sinus if one takes a first order system transfer function 
[Fan1] for the simulator. The benefit of using non disturbed system lies in the fact that the control law acts on 
acceleration, u, rather than on its differential term, du which is normally used to avoid the offset-free tracking. Thus, 
we can reduce the state-space equation dimension, which is important in order to develop explicit MPC real-time 
algorithm and to facilitate parameters’ tuning. 

 

In the current paper, the simulator is supposed to be an ideal one, i.e., the actuator manufactory controller is 
perfect. The figure 3 illustrates the scheme of MPC algorithm integration in the simulator. 

 

 
Fig. 3: Simulator model and MPC algorithm integration 

 

The ideal simulator corresponds to a double integrator. With the proposed condition (12), the equation for MPC 
algorithm optimization can be formulated by:  
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E. Motion perception threshold  
 

As mentioned in published results of Max Planck Institute [Bey1], human self-motion perception involves the 
contribution of different sensory systems and central mechanisms: the visual, vestibular, tactile and kinesthetic 
sensors along with brainstem and higher cortical processing. One of the interesting results reported is that the 
linear acceleration perception threshold can be described by a power law (cf. figure 4).  

 

 

 

Fig. 4: Differential threshold for vertical translation increases with stimulus 
intensity in accordance with Steven’ power law (from [Bey1]) 
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According to the result of figure 4, the linear motion perceptual threshold increases with the acceleration level. 
Compared with our braking law (14), this allows us to choose the best T parameter based on the simulator 
performance and simulation requirements. The figure 5 gives an example for tuning T and uthd. 

 
Fig. 5: Evolution of umin from (14) in function of lateral position, y0,      Fig. 6: Tilt coordination principle (from [Rey1]) 

and velocity, vy0, for T = 2.5s and cv=1, cu=0.45    γtilt = g.sinθ ≅ γ.θ   for |θ| < 0.2 rad 

 

Although the rail system can provide a satisfied acceleration level for slalom or sinus test, for rendering a sustained 
acceleration, the tilt coordination technique is necessary. This technique is based on the fact that the vestibular 
system cannot distinguish between inertia force produced by a linear acceleration and the effect of gravity (cf. fig. 
6). 

 

Distortions of the subjective vertical sensation may occur when the tilt angle exceed 20~30° (Aubert e ffect) [Rey1], 
therefore sustained acceleration simulated by tilt coordination should not exceed 0.5 g. 

 

Since the driver is very sensitive to the tilt rate or the tilt acceleration [Rey1], the tilt rate should be within driver’s 
perception threshold. Generally, it is found that the tilt rate is about 2~4°/s. However, in a driving  simulator, this 
value is too limited to reproduce a realistic driving simulation. In practice, the tilt detection thresholds may be 
significantly raised above the theoretical level. For example, the PSA subjective tests at VTI simulator [Cha1] have 
provided higher tilt rate thresholds which increase with the linear motion level and are given in the following table: 

Table 3: parameter settings From PSA paper [Cha1] 

 
Perception threshold 

γγγγx, y linear acceleration  

0 m/s²  1m/s²  

Linear acceleration 0,15m/s² 0,15m/s² 

Tilt rate 2°/s 6°/s 

Tilt acceleration 8°/s² 11°/s² 

 

In a subjective ratings study of a 6dofs simulator, Fisher et al. [Fis2] have found that, for an emergency braking 
maneuver, the participants ratings of realism were better in high tilt rate (30°/s) condition than in low tilt rate (3°/s) 
one. 

 

For 8dofs simulator, it’s better to perform with the hexapod only the tilt motion, given that the system delay between 
rail and hexapod could be different, e.g., Renault’s simulator ULTIMATE has 200ms for rail system and 80ms for 
hexapod at 0,2Hz [Fan1]. To exploit completely the performances of hexapod and rail systems for rendering a 
linear acceleration, we have to integrate the different actuator systems in the state-space model. This is a new 
future subject that we can treat with the MPC technique. The tilt rotation axe based on the head position can 
produce a close equivalent acceleration due to the human’s tilt-translation ambiguity. But this rotational motion will 
also generate a linear motion at the seat position. The driver can detect this acceleration, given by h.d²θ/dt², if its 
level is high enough, where h is the distance between head and seat and θ, the tilt angle. For tilt acceleration 
threshold of 11°/s², its corresponding linear accel eration in seat is about to 0,2m/s² (with h=1m e.g.). This value 
may be found by chance in accordance with vestibule or self-motion detection thresholds. As the first tuning 
parameters, we have fixed:  |θ|< 12°;  |d θ/dt| < 6°/s ;    |d² θ/dt²| < 11°/s². 
 

Some special constraints can be added to adapt the driver perception threshold with linear acceleration level. 
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III. Simulation and experimental results 
A. 1 DOF simulation result 

Figure 7 illustrates the workspace exploited by MPC algorithm using proposed invariant set with N=5 and Nc=2. 
With a bigger number N (>200), the available workspace can be almost covered. Whilst with the standard LQ 
invariant set method provided by MPT, the N should be superior to 500 to reach an acceptable workspace (see fig. 
8). 

 

 
      Fig. 7:  Workspace used by MPC algorithm based on    Fig. 8:  Workspace covered by MPC algorithm based on  

                  proposed law (N=5 and Nc=2)                                        standard LQ invariant set  (N=500 and Nc=2) 

 

Figure 9 shows an example of motion cues for lateral acceleration given by MPC algorithm. The reference signal 
measured from slalom driving test is quite well restituted. 

 

 
 
Figure 9: Illustration of lateral acceleration rendering for slalom test (top: rendering acceleration; middle: simulator 

state; bottom: braking control law is active if blue line is statured) 

 

Fig. 10 illustrates the motion cues given by the explicit MPC algorithm designed for different parameter settings T. 

 
Fig. 10: Slalom test motion cues given by different parameter settings,  T 
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For the current test, the rendering acceleration, given by the parameter setting T=0.5s, is superposed with the 
simulated car one. For the rendering result obtained with T=1.0s, 2~3 false conflicting cues are observed. In the 
case of the algorithm designed with T=2.5s, the braking phases appear more frequently, but the big conflicting false 
cues are reduced. Generally, the lower the value of T is, the lower the error between the restituted and the 
simulated acceleration is, but also the riskier it is to have big false cues. 

Figure 11 displays a conventional tracking result: the pursuit of tilt angle. The reference signal from the paper 
[Cha1, PSA] corresponds to a lateral acceleration. It results from a double lane change maneuver followed by a 
100m radius curve with vehicle speed of about 70km/h. The scenario is difficult to render with a universal algorithm 
without road information. The original authors have done a theoretical analysis through non delay classical filter 
(off-line simulation) and proposed an algorithm switching to render the first part of high-frequencies signal by rail’s 
linear acceleration, whereas the second part by the combination of the tilt technique with the linear acceleration. 
We can find that the classical filter and the optimal filter provide very similar rendering results and have important 
delay. The MPC algorithm can provide non delay rendering result. Note that for the rapid acceleration signal, the 
false cues are also evident for the MPC algorithm owing to the tilt rate limit. However, as LP and HP filters’ 
combination method, these false cues can be removed by using the linear rendering MPC algorithm for high 
frequencies signal and the tilt technique MPC algorithm for remaining signal. But it should be more reasonable to 
perform the motion cueing optimization with 2dofs motions at the same time. The next paragraph will discuss this 
issue. 

 

 

 

 

Fig. 11: Tilt equivalent acceleration from MPC, 
LQI and classical filter 

 

 

 

B. 2 DOF simulation results 
The motion cues for vehicle’s x,y,z linear accelerations associated with corresponding rotation motions can be 
treated independently with simulator’s corresponding linear motion and tilt rotation, here called 2dofs optimization 
for which a corresponding MPC explicit algorithm is developed. Using the same reference signal of PSA mentioned 
in the above paragraph, we compared the performances of classical filter, adaptive filter, optimal filter, and explicit 
MPC algorithm.  

The classical and the optimal filters have been tuned only for the concerned reference signal, thus leading to an 
ideal theoretical result. They have not been validated for a free driving test. On the contrary, the explicit MPC 
algorithm is a general algorithm, applicable for free driving tests. 

The classical filter gives a bad motion cueing result with some distortion phase for the first part and relatively 
important phase delay for the second part (cf. fig. 12). The UTIAS adaptive filter uses a cost function without tilt 
acceleration limit. According to the simulated result (see fig. 13), it is necessary to introduce this constraint. The  
rendering result with this technique is similar to that of classical filter for the first part of high frequencies signal and 
is better than the classical filter for the second part of low frequencies signal. But this conclusion may be wrong if 
the tilt acceleration constraint is taken into account. 

 

 

 

 

 

 

 

                                                                                        

Fig. 12: Classical filter lateral acceleration rendering results       Fig. 13: Adaptive filter accy rendering results 
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The optimal filter gives an interesting result (see fig.14). But the tilt acceleration level is not acceptable. It’s difficult 
and probably impossible to find the appropriated weight matrices to respect the tilt acceleration limit without it in the 
input signal. The figure 15 presents explicit MPC algorithm acceleration rendering results for which the tilt 
acceleration is actually controlled under the human perceived threshold limit. The result is better than the optimal 
filter one. 

 

 
 

 

 

 

 

 

 

 

Fig. 14: Optimal filter 2dof γy rendering results                         Fig. 15: Explicit MPC 2dof γy rendering results 

In practice, we can adapt the algorithm for each scenario, e.g., using the pre-position technique like that analysed 
by Chapron et al. [Cha1] to optimize the simulator’s workspace. This technique can be easily treated in the cost 
function. This corresponds to the tuning process task, not discussed here. 

C. Driving test results 
The first tuning of the MPC algorithm has been evaluated with an unlimited tilt acceleration control. The effect of tilt 
acceleration is obviously perceived by the driver and measured by CrossBow inertial system, fixed under platform. 
The weight coefficient for tilt rotation is not optimized. The second tuning MPC algorithm is prototyped by tilt 
acceleration control, i.e. |d²θ/dt²| < 11°/s, |d θ/dt| < 8°/s, | θ| < 12°/s. The weight coefficients for linear accel eration 
input signal and for tilt rotation are modified. The effect owing to the tilt acceleration is considerably reduced. The 
driver feeling is improved. The evaluation of different tunings is planned in our future work.  

 

 

 

 

 

 

 

 

 

 

 

         Fig. 15: Free driving test for sustained γy      Fig. 16: Free driving test for γx 
(bad tuning parameters & high tilt acc. threshold: |d²θ/dt²|<60°/s²)             (improved tuning paramete rs) 

IV. Conclusions 
This paper presents a novel algorithm, called MPC explicit algorithm. An appropriated workspace limit condition, or 
in other words, a special adaptive filter is proposed, which can achieve the complicated 2dofs optimization by MPC 
explicit algorithm, so it reveals a new way to develop future MPC motion cueing algorithm. In comparison with the 
MCA used in flight simulators by NASA, Thales, TNO (optimal filter or in-line optimal filter) or in driving simulator 
(VTI, PSA, TNO, Ford, NADS etc., classical filter and optimal filter), the MPC algorithm possesses one important 
advantage: the ability of integrating the simulator’s performances and the driver’s perception threshold constraints 
into its optimization process. In such way, real optimal motion cueing results can be reached. Compared with 
classical filter method, the MPC algorithm can significantly reduce the distortion phase and the delay. In terms of 
tuning, it is also much easier than with the optimal method. 



Driving Simulation Conference 2012                              Motion cueing algorithms for a real-time automobile driving simulator 

Paper Number -12- DSC’12 

The first driving tests showed an interesting result. In combination with other information such as road situation and 
driver’s attention, we can still improve the performance of the algorithm. We will prepare a series of test scenarios 
to evaluate the performance of the proposed algorithm and the optimal filter. 

The relatively high number regions for some complicated constraints of the algorithm may provoke high 
computational costs, although the calculation formulation is very simple. Finding efficient algorithm to reduce 
polyhedral states-space, or using a parallel algorithm will promote this technique application in the field of driving 
simulator.  
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